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Subject: Re: EARTH2700, Editors decision

Date: March 31, 2015 at 9:56 PM
To: Earth-Science Reviews earth-eo@elsevier.com
Cc: pfrank@slac.stanford.edu

Dear Dr. Li,

Thank-you for your kind email of 31 March.  

I have logged into the ESR site for authors and found no further review attachments. I trust this is correct, and see that the two
reviewers had opposed recommendations.

If you will kindly permit, I request the opportunity of a detailed reply, and that your decision to reject be deferred pending that reply.

Reviewer #1 is clearly a climate modeler. As mentioned in the cover letter, I have extensive experience with their views.

For your information, I have attached my recent essay discussing the qualification of climate modelers as scientists; published at the
science blog “Watts Up With That”; http://wattsupwiththat.com/2015/02/24/are-climate-modelers-scientists/

This essay shows that climate modelers:

1) neither respect nor understand the distinction between accuracy and precision.
2) do not understand the meaning or method of propagated error. 
3) think physical error bars mean the model itself is oscillating between the uncertainty extremes.
4) do not understand the meaning of physical error. 
5) do not understand the importance of a unique result.

I will show several of these errors within review #1. 

Just one example: in the first "page 6" item the reviewer suggests that Collins (2012) and Rowlands (2012) include propagated error. 

In fact they do not; see essay Figures 3 and 4 and the associated discussion. In passing, the other reviewer examples, Sexton, et al.,
(2013) nor Yamakazi, (2013), do not include propagated error, either. In my response, I will demonstrate this.

In any case, I respectfully ask your permission to demonstrate that the concerns listed by reviewer #1 are groundless.

Thank-you very much for your consideration,

Pat Frank

Patrick Frank, Ph.D.
Palo Alto, CA 94301
email: pfrank830@earthlink.net
++++++++++++++++++++++++++++++++++++
These things are, we conjecture, like the truth;
But as for certain truth, no one has known it.

          Xenophanes, 570-500 BCE
++++++++++++++++++++++++++++++++++++
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On Mar 31, 2015, at 6:57 AM, Earth-Science Reviews <earth-eo@elsevier.com> wrote:

Ref.: "On the reliability of global air temperature projections in light of propagated error: A critical review" (Dr. Patrick Frank)

Dear Dr. Frank,

I very much regret to have to tell you that publication in our journal is not recommended. An explanation for this decision is given in
the attached review reports (and on http://ees.elsevier.com/earth/). I hope that the comments contained therein will be of use to you.

Thank you for your interest in our journal.

Kind regards,
Tim Li, PhD (Editor)



Earth-Science Reviews
..........................................................
Important note: If a reviewer has provided a review or other materials as attachments, those items will not be in this letter.  Please
ensure therefore that you log on to the journal site and check if any attachments have been provided.

COMMENTS FROM EDITORS AND REVIEWERS

Reviewer #1: The submitted paper attempts to document the impact of structural errors in cloud radiative forcing within the current
generation of of GCMs on the long term climate projections made by those models.  The analysis is conducted by proposing a linear
model relating global mean forcing of the climate system to temperature response.  The author proposes that the systematic error in
radiative balance the CMIP5 generation GCMs introduces a potential error orders of magnitude greater than the range of
temperature projections seen in the 5th assessment of the IPCC, and thus concludes that the GCMs are not a reliable source of
information to inform future climate projections.

The author motivates his study by considering the lack of end-to-end uncertainty analyses in GCM projections, and to some degree,
he is correct that a comprehensive study documenting the propagated uncertainties of the assumptions made in GCM
parameterizations and systematic choices would be desirable - and although various studies have made significant inroads into
making such an assessment, the field is far from complete.

However, this author's proposed error propagation study is certainly not an accurate assessment of model error, and confuses a
number of fundamental properties of the climate system and how it might behave in a zero-order model.

Firstly, the linear emulator proposed by the author represents the global mean temperature as a linear function of the forcing.  This
effectively ignores any thermal inertia in the system, and assumes that the system will instantly equilibrate to a new forcing level. 
Ignoring the thermal mass of the ocean is not an appropriate assumption, even for a simple emulator.

However, even allowing for this oversight, the critical flaw in the author's logic is the  treatment of errors in global mean cloud
forcing, and how this is then related to each year's incremental forcing change.  The author proposes that there is a +/- 4Wm^-2
error in global mean longwave cloud forcing in the CMIP5 generation GCMs.  He then proposes, as a result, that this error
accumulates over time, i.e. that year 1 is subject to a 4Wm^-2 uncertainty, year 2 would be almost 8Wm^-2 etc.  

In making this assumption, the author is confusing forcing and feedback.  It is true that the models in AR5 exhibit systematic errors
in cloud forcing.  This is well documented in the very papers the author uses to obtain his cloud forcing data.  No author has
suggested that these errors are random, or should be treated as such.  But the biases are just that, they are constant, and each
model has already equilibrated to whatever mean state cloud bias that it exhibits.  In the author's simple linear model without an
ocean (eq. 6), the +/-4Wm^-2 should be appended to the F_0 term, not to the \Delta F_i term.

What the author should be considering in this study is the GCM uncertainty in cloud feedback. For sure, the mean state bias can
inform the degree to which we trust each GCM. Various studies (Sherwood et al 2014, Fasullo and Trentberth 2013 amongst others)
have documented promising methodologies for relating the mean state biases to feedbacks, but this remains an active field of
research.  But  the author's  approach, assuming that the bias will accumulate with each year of the simulation is simply incorrect.

On the basis of these fundamental errors in the logic of the study, I find the paper unacceptable for publication.  In addition, I note
the following additional minor points.

Page 3, 1st para: The likelihood of the future climate warming significantly is not conditional only on the use of GCMs. 
Considerations of the paleoclimate record, the observed warming during the satellite era alone or simply the radiative impact of
increasing CO2 alone (as the author presents) makes it hard to make the argument that the Earth will not warm in a high CO2
future.

Page 3, 2nd para: A skillful representation of atmospheric processes is exactly what gives us confidence that GCMs are more
meaningful than a simple linear extrapolation of global mean surface temperatures.  Their ability to represent complex coupled
processes: ENSO, the Madden Julian Oscillation, the climate of the deep past - is exactly what gives us confidence.  These
processes are emergent properties of the simulated system, conditional on the representation of dynamics, radiation, clouds, ocean
currents, sea ice, biological feedbacks.  Thus the ability of the model to represent these coupled processes as a sum of simpler
parts gives us confidence that the system we have built is able to represent the emergent behavior of the climate.

Page 2, 1st para: Parameter sensitivity tests are not tests of precision. They are tests of propagated error in the purest sense.  Our
assumptions are the parameter values, and by varying these parameters within a range of plausibility and running climate
simulations we can assess how these assumptions are impacting our projections of long term climate change.

Page 2, 1st para: Taylor diagrams, however are not a measure of accuracy because they are not predicting an out-of-sample metric.
Taylor diagrams are used to tune climate models to the observed climate.  Therefore, they are not measures of predictive skill, but
the degree to which the model has been tuned to replicate the observed climate.  Accuracy in future projections is not guaranteed
by the models' ability to match the observed climate (although the latter is a necessary condition for us to consider the model a
plausible candidate).

Page 6, 2nd para: "error bars" are regularly published in studies of propagated errors - see Sexton et al (2013), Rowlands et al
(2012), Collins (2012), Yamakazi (2013) amongst many others.

Page 6, 2nd para: systematic energy flux errors are not inputs to the system, they are resolved outputs (which might exhibit errors). 



Page 6, 2nd para: systematic energy flux errors are not inputs to the system, they are resolved outputs (which might exhibit errors). 
This is the origin of the author's primary logical miscalculation.

Page 7, 2nd para: evaluating total cloud fraction is a complex process, and the different GCMs report it in different ways.  It is an
entire field of study to assess how best to compare observed cloud properties to their representation in GCMs, requiring satellite
simulators to be built into the GCMs themselves to replicate the inverse process which is used to detect cloud properties from
satellites.  This field cannot be realistically summarized with general statements about "Global" cloud fraction without strictly defining
how cloud fraction is to be defined.

Page 8, 1st para: what is the justification for ignoring all other feedbacks rather than the water vapor feedback?  Longwave and
(primarily) shortwave cloud feedback is our primary uncertainty in future climate change, but any comprehensive feedback model
also needs to consider land ice, sea ice and land surface feedbacks, not to mention carbon feedbacks and ocean circulation
feedbacks.

Page 8-9: this section is entirely irrelevant, given that 1ppm CO2 is entirely outside of any Earth-like state.
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Reviewer #3: This is very interesting paper. If his claim is proven to be true, the issue of climate scenarios' uncertainty raised in this
paper will resound in so many science communities which rely on the reliability of long-term climate prediction outputs. The claim
that errors due to cloud bias are propagating should be important in quantifying the accuracy (not precision) of climate prediction. In
my opinion, despite the claim that very large uncertainty is inherent in model predictions for 2100 is very striking, it sounds fairly
reasonable like what is always required in physical science. Thus I think that this paper needs to be published in the end.

There are some important questions to make sure that the claim of this paper is correct. The forcing error due to cloud bias may be
damped by Stefan-Boltzmann feedback that may be intrinsic in current climate models. The perturbed surface temperatures at time
i due to cloud bias will be partly restored at time i+1 by the release of energy proportional to the surface temperature change since
the climate system should follow Stefan-Boltzmann law. That is, the warmer surface temperature by 1C would naturally cause more
emission of thermal flux from the surface by approximately 3.7 W m-2 to space, reducing the system's internal energy and naturally
restoring the surface temperature back to the initial state when unperturbed. There is an issue of restoration time depending on
climate sensitivity and heat capacity, but in any event, restoration of perturbed temperatures by climate forcings is indeed the basic
characteristic of nature. I presume that the cloud forcing bias per se
may be amplified, but the temperature responses to that cloud forcing may not be amplified due to this climate system
characteristic, making modeled projections not to be scattered as much as this paper has estimated. Please discuss this possibility
somewhere. In addition, cloud fraction bias is not all, leading to error of ±4 W/m2 of cloud forcing. Models have many different
substances such as sea ice/snow, vegetation, cloud properties, and precipitation, etc. all of which also act to add error, or
compensate error. Then even so, why are model-projected temperatures not too variant in the year of 2100 in Figure 4. I hope that
the author can properly reflect my concerns in the manuscript, so readers can be confident with the claim of this study.




